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General NTL Update
Mary Moulton, Digital Librarian



ROSA P:  New Collections
• NTL Digital Special Collections

– Advisory Circulars 
– CAA and FAA Reports 
– Civil Aeronautics Manuals
–  Civil Aeronautics Regulations
–  Federal Aviation Regulations
–  Historic CAB/DOT Orders
–  Investigations of Railroad Accidents
– Investigations of Aircraft Accidents 
– National Conferences on Street and 

Highway Safety
– Papers by Fairbank, Turner &  Macdonald 
– US Coastguard Circulars

• US DOT modal research
– Federal Motor Carrier Safety 

Administration (FMCSA)
– Federal Highway Administration (FHWA)
– Federal Railroad Administration (FRA)
– Pipeline and Hazardous Material Safety 

Administration Office of Pipeline Safety
– Federal Transit Administration (FTA)
– National Highway Traffic Safety 

Administration Vehicle Safety Research 
– National Highway Traffic Safety 

Administration Behavioral Safety Research
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ROSA P:  Metrics & Actions



Digitization Projects

• Public Roads
• USACE Port Series
• US DOT Newsletters
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NTL Subject Guides
• Accessibility

– Checklist, training resources, NTL 
policy

• Persistent Identifiers
– Recommended practices, 

glossary, references
• Research Tools

– Transportation information 
sources, with focus on 
government  and public domain

• ROSA P
– Guide to search and navigation

• Transportation Librarians 
Roundtable
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Ask-A-Librarian

Using LibApps virtual tools, NTL 
Reference Librarians provide:
• Place of entry to folks, from 

congress to the public, that have 
questions of DOT

• Basic research help for BTS 
products

• ROSA P assistance
• Referrals to US DOT OAs when 

appropriate
• Curated selection of answers to 

FAQs
• Understanding of what is on the 

public’s mind
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NTL @ TRB 2020
• US DOT OST-R/NTL/BTS Booth 

– Exhibit Hall 835 

• Section 508 Compliance and Document Accessibility: How to Make Your Reports Accessible for 
Everybody

– Workshop 1008
– Sunday, January 12, 9:00 AM – noon
– Convention Center, 147B

• Research Data Management for State DOTs
– Workshop 1770
– Thursday, January 16, 8:00 AM – noon
– Convention Center, 103B

• National Transportation Data Preservation Network (NTDPN) Workshop 2
– Thursday, January 16, 1:00 PM – 2:30 PM
– Convention Center, 305, or remote participation

• Moving Forward and Advancing Society with Transportation Libraries, Information, and Data
– Poster Session 1486
– Tuesday, January 14, 10:15 AM – noon
– Convention Center, Hall A 
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Data Team Update
Jesse Long, Fellow
Leighton Christiansen, Data Curator



Omnibus 
Survey 
Program:
2000-2009

● Goal: Create Data Packages for each time the 
survey was conducted. 

○ Omnibus Household Surveys (OHS) = 35

○ Omnibus Targeted Surveys = 7

Starting Point: Final Reports in ROSAP 

Presenter Notes
Presentation Notes
I am going to talk about my recent work with the data from the Omnibus Survey Program.The Omnibus Surveys were designed as a convenient way to get very quick input on transportation issues, as well as to gauge public satisfaction with the transportation system and government programs, and consisted of a recurring household survey that collected data on core questions about general travel experiences, satisfaction with the system, and some demographic data; and a series of targeted surveys to address specific transportation issues or domains. The OHS program ran from 2000 to 2009.   The goal for this project was to create data packages for each time an omnibus survey was conducted. Which I now know was a total of 35 household surveys and 7 targeted surveys.Previously only the reports on each surveys findings were cataloged and uploaded to ROSAP, but not the datasets, which would be more beneficial to researchers who wanted to conduct research using the data. 



Working with Legacy Data: 
Data Package

Key Elements:

1. Dataset

2. Readme.txt

3. Metadata file 

4. Data Management Plan

Optional:

5. Codes or Scripts

6. Supporting files, 
tables, etc. 

Omnibus 
Household  
Surveys (OHS) 
Inventory: 

Presenter Notes
Presentation Notes
Since the Omnibus Surveys are a legacy dataset that ranges from 10 to 20 years old, and did not have proper data management best practices implemented at the time, this project started with a limited understanding of the survey and files associated with it. Resulting in initially taking an inventory of what files BTS has stored on the survey program. This document would end up being updated repeatedly throughout the project as I discovered more files referencing the omnibus surveys.  Data management is important at all stages of a data project. However, managing legacy data long after collection presents added challenges. Due to a lack of data management that took place at the time that OHS data was collected, a variety of challenges were presented while attempting to find, manage, and preserve the data now. These challenges include: sorting through files to locating the data and relevant documentation; deciphering file names; obtaining software to open files; and, migrating files into open access formats. Additionally, other companion documentation files need to be created, such as a data management plan (DMP), Readme file, and metadata file. Finally, the datasets needed to be assigned persistent identifiers. 



Common Issues:

+ Hard to find files

+ Basic names

+ Repeating names

+ Unknown contents

Inconsistent or 
unknown naming 

structure 

+ Found new data at

   various stages of the

   project and had to

   back track

Various file 
locations

+ Creates gaps that

   make understanding

   and preserving the

   data difficult

Limited 
Documentation

Presenter Notes
Presentation Notes
Inconsistent or unclear file names:         + Hard to find files: not knowing the location of files in the drive or what to search for�         + Basic names:�         + Repeating names:�         + Unknown contents:                     Basic names are often repeatedly used and provide little information on the files contents, and when file names are repeated it can lead to confusion and the need for further investigation in order to ensure the file is associated with the          correct survey and time. Also, it is important to note that even after I spend time with certain files I could never be 100% sure of the files use in conjunction with the survey. This could prevent researchers from successfully using the data          in the future.          An example: A common issue found with legacy data is an undefined and simplistic naming structure. I have found, in multiple cases that names tend to be both general and repeatedly used. For example, a file that I came across for         OHS was simply named “disposition.” Due to this basic name and limited documentation I was unable to understand the purpose of the data within this file, and was further confused since the word “disposition” was used in the         documentation to reference various variables. In the end, I spent wasted time comparing the file with the data dictionary and main dataset, until I was finally able to piece together a purpose. ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------Various locations of files:  while working on the project I repeatedly found additional files associated with the omnibus surveys in the drive, resulting in the need to reevaluate what I had previously done and make changes if needed. Limited Documentation:          Not only does the lack of documentation affect our current understanding of the data, but can also lead to the other issues mentioned. Having robust documentation is major part of ensuring data management and         preservation can be continued successfully for years in the future. With all of these issues the major problem, in the end, is time. I has to spend a large portion of my time searching, opening, and investigating files their contents. All of which could have been prevented if data management best practices had been implemented when the data was initially created.



Progress:

Preventing issues identified by 
legacy data through:
     + Data Management and Sharing
        Plans
     + Embedded Data Curators

National Transportation Data 
Archive (NTDA) 
https://doi.org/10.21949/1504517 
     + 30 uploaded
     + 6 in-progress
     + 5 missing information

Looking Ahead:

USGS Data Lifecycle Model

Presenter Notes
Presentation Notes
Progress:- National Transportation Data Archive -- is intended to preserve and provide access to high-value, discrete datasets, created or aggregated the by Bureau of Transportation Statistics (BTS). The NTDA also seeks to preserve other transportation research or statistical data sets, created by non-US DOT entities, within the borders of the United States, its territories, and possessions. Looking Ahead:In order to prevent issues moving forward we want to implement data management strategies at the beginning of the data lifecycle.  Such strategies include the use of data management and sharing plans and embedding data curators into data collection teams. This will help ensure that data packages are created efficiently and comprehensive, eliminating the time consuming issues and gaps that have been identified with legacy data. Data Management and Sharing Plans:         Planning before data collection is arguably the most important step, and arguably why it sits as the first step in the USGS Data Lifecycle. During the Planning step many things needed to be determined and only after through planning         should data start being collected. By creating a Data Management or Sharing Plan all following steps in the lifecycle will progress successfully and attribute to data package creation.  Embedded Data Curators:         It is NTL’s goal to have embedded data curators to implement suggestions and achieve greater transparency when it comes to BTS data. NTL believes if the goal is to gather a team of professionals best able to carry out a data collection         project, analyze data into statistics, and document, preserve, and share the statistics, the team deserves a trained, professional data curator. Working with legacy data has reaffirmed the need to be proactive when it comes to data management, in order to improve long-term data preservation and sharing in the years and decades to come. 

https://doi.org/10.21949/1504517


Historic Census 
Surveys halted in 

2002

Vehicle 
Inventory & 
Use Survey

(VIUS)

https://www.census.gov/library.html

Presenter Notes
Presentation Notes
Leighton:Thank you Jesse!I want to take a few minutes to tell you all about other historic transportation data we are helping to make available.Some of you may remember the Vehicle Inventory and Use Survey, or VIUS. This Census Department product was first published in 1963 as the “Truck Inventory and Use Survey.” It was collected and published every 5 years, until the 2002 survey, when funding was cut. Each survey included 52 separate volumes: 1 volume gave a national overview of the number trucks operating in the United States, while the other volumes covered the 50 states and the District of Columbia individually.IF you would like to access the historic reports in PDF format from the Census Library at https://www.census.gov/library.html. 

https://www.census.gov/library.html


VIUS Print Data: PDF Prisoners

1963, Figure 1 2002, Table 1a

Presenter Notes
Presentation Notes
Leighton:In the slide, you can see the first table in the 1963 and 2002 reports, which gives the estimated number of trucks in use in various economic sectors.This data, while available for human readers, is not machine readable or machine actionable.  And while the Census did make the data available via CD-rom for 1992, 1997, and 2002 at the time of publication, this data has not been available via web access for a number of years.



Now in Machine-
Readable Format!!

With “Documentation”
(Amaze your friends!)

VIUS 2002 
Data

https://doi.org/10.21949/1506070

Presenter Notes
Presentation Notes
Leighton:This year, the Bureau of Transportation Statistics is partnering with the Census Department, and other DOT offices, to try to resurrect the VIUS. If all goes as planned, we should see a data collection in 2022, and reports and data to follow.The NTL is supporting this effort in a couple of ways. As BTS starts to socialize the new VIUS, NTL will work to make historic electronic data available, if it can still be found.Jesse, after some investigative work, recently created a data package for the 2002 electronic data files, and methodology documents, the survey  questionnaire, a data dictionary, a DMP and a Project Open Data metadata file. The 2002 data now available in the National Transportation Data Archive collection in ROSA P at the DOI on the screen: https://doi.org/10.21949/1506070It is our goal to make other past electronic data files available to the public, if they can be found, to provide the public the opportunity to create time series analyses. There will be more to come on this in future.As for my part, today I met with the BTS and Census VIUS teams to talk about implementing current best data management practices on the new VIUS data collections, with the goal of making the documentation and publishing of the public data files as seamless as possible from survey to survey. We also hope to minimize knowledge loss, and improve data preservation and sharing, consistent with new laws, and policies.

https://doi.org/10.21949/1506070


Public Access Updates

FEDERAL RESEARCH: 
Additional Actions 
Needed to Improve 
Public Access to 
Research Results
“implement  mechanism to 
ensure researcher compliance”

https://www.gao.gov/produ
cts/GAO-20-81

GAO Report
• Published in 

December 2015• Planned Review• Reflect: 
~ GAO report; 
~ Evidence-Based 
Policy Act; 
~ Lessons learned

Feed Back?
public.access@dot.gov

PA Plan Review National 
Transportation 
Data Preservation 
Network (NTDPN):

“Workshop 2” at TRB, 
January 16

https://doi.org/10.2194
9/1506118

Presenter Notes
Presentation Notes
Leighton:Speaking of laws and policies concerning transportation data, let me give 3 quick updates on other things the NTL data team have contributed to, or are working on.GAO report: In November 2019, The Government Accountability Office released a report entitled: “FEDERAL RESEARCH: Additional Actions Needed to Improve Public Access to Research Results.” The goal of the report was to give an overview of federal implementation of departmental and agency Public Access Plans that went into effect after 2013. As part of the team leading Public Access implantation at DOT, NTL played a leading role in gathering and collating the GAO audit survey throughout DOT, as well as responding to the draft report and recommendation. We are happy to report that DOT’s efforts were favorably reflected in the GAO report. The one recommendation the report made for the DOT, as well as 10 other agencies, is to “implement a mechanism to ensure researcher compliance” with the Public Access Plans. We do have other implementation gaps to fill, and NTL leads the DOT Public Access Implementation Working Group trying to fill those gaps. If you would like to read the GAO report, please go the link provided: https://www.gao.gov/products/GAO-20-81Public Access Plan Review: The DOT Public Access Plan was first published in December 2015. We have been planning a review and update to the plan for over a year. However, we were also waiting for the GAO report, the passage of the Evidence Based Policy Act, with its OPEN Government Data section, and other recommendations from working groups such as the Subcommittee on Open Science, on which I and others represent DOT. We are pulling together a team of folks to begin the update process. We want the new plan to also be informed by researcher feed back and lessons learned. If you would like to provide feedback, please email public.access@dot.govLastly, I want to let you know about the National Transportation Data Preservation Network (NTDPN): In April 2019, BTS sponsored, and NTL organized a first of its kind workshop, to investigate the possibility of building a National Transportation Data Preservation Network.One goal of the network would be help searchers find transportation-related data in the numerous organizational and institutional repositories and archives where it now resides. Another goal is to help researchers find reliable homes for the digital data if their organization does not have a repository of its own. Workshop 1, at the Research Data Alliance 13th Plenary, in Philadelphia, brought a core of stakeholders together to take the first steps. The groups has continued to meet over 2019, and is now ready to expand its membership and reach.Workshop 2 will take place on Thursday January 16 at TRB. If you are interested in attending, please email me. Remote attendance is available.To learn more about the Network, read the minutes from the April 2019 workshop, available in ROSA P at: https://doi.org/10.21949/1506118Thank you for your time.

mailto:public.access@dot.gov


Systems Team Update
Xin Wang, Systems Librarian
Vinod Koduri, Senior Web Engineer



NTL IT System Improvements
• NTL Repository 2.0 in Azure
• ROSA_P (NTL DC for public access)
• NTL Repository 3.0 in AWS 
• Mediated Submission APP



NTL Infrastructure Environment 

Microsoft 
Azure

NTL Development

Azure SQL 
database 

NTL  
Repository

Storage blob Web App

NTL Production

Web App Storage blob

Azure SQL 
database 

ROSA-P

AWS 
CDC

Public 
Access

SWATFreight 
Data 

Dictionary

Azure Index

NTL Website 

Drupal

NTL Library 
Services 

Spring 
share

NTL Microsoft 
Virtual Servers for 

Testing and 
Development

Web App Web App LibAnswer 
& LibChat

DOT 
Network

Microsoft Visual 
Studio Team 

Services

Version 
Control 

Code

Azure Index

Freight 
Data 

Dictionary

Presenter Notes
Presentation Notes
Here is the current NTL infrastructure Environment. All operations are in four separated clouds.
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Presentation Notes
Here is the current NTL infrastructure Environment. All operations are in four separated clouds.



NTL Submissions
Xin Wang, Systems Librarian
Vinod Koduri, Senior Web Engineer



Background

Submissions page is designed to replace the email submission system where NTL catalogers 
used to receive data and documents thru emails.

● Improved metadata accuracy
● More efficiency and less work for catalogers
● More flexibility for catalogers
● Improved analysis and decision making



Features

● Let users input all the required metadata fields to submit

● Catalogers can view/edit/update/delete the user summitted records

● All the work is archived for the future needs

●  Records can be directly transferred to workroom



Where is it now

● Development completed

● Completed user testing and changes/fixes

● Added New standard BTS headers and footers

● Production ready in couple of weeks



More Updates..

● UI changes on how the data is displayed

● Integrate spell check functionality



Submission 
home page

Presenter Notes
Presentation Notes




Submission 
home page

Presenter Notes
Presentation Notes




Reviewer Page



Archive Page



2019 Intern Projects @ NTL
Legacy Data Rescue Research
Persistent Identifier LibGuide

Lisa A. Curtin
MSIS ‘20, University of Tennessee-Knoxville
USDOT STIPDG Intern, Summer 2019
https://orcid.org/0000-0003-1137-7789 

https://orcid.org/0000-0003-1137-7789


Legacy Data Rescue

“Rescuing data usually 
expands the temporal 
and/or spatial 
coverage of a 
database’s holdings 
which can be accessed 
for study.” - Griffin, 
2015

Legacy data are data 
collected or compiled 
in the past, stored in 
an obsolete format.

Obsolete formats include data on 
paper, and other physical storage 
media such as video and audio 
cassettes, magnetic tape, floppy 
disk, etc. 

Data rescue is the 
process of making 
legacy data 
accessible.

This may be as simple as 
scanning documents or copying 
data from an old storage device 
to a newer one.

It may be as complex as using 
deep-learning or crowd-sourcing 
to translate legacy data into 
machine-readable data. 



Using Adobe Acrobat DC Pro on 
scanned PDFs
● Enhance scans
● Recognize text (OCR)
● Highlight text
● Export selection as .docx
● Format text in Word

○ “Normal” text formatting
○ Remove artifacts
○ Standardize font & text size
○ Remove spacing errors and 

OCR noise
● Paste .docx content into Excel

NTL’s Current 
Capability for Data 
Rescue

Presenter Notes
Presentation Notes
Without pre-formatting in Word, the error rate is around 43%, while with this basic pre-formatting, the error rate is reduced to 26%
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Other Options for Legacy Data Rescue

Solutions from other Gov. Agencies 

NSF awards grants for legacy data rescue 
projects 

USGS uses OmniPage to OCR their documents, 
has dabbled in crowdsourcing 

NLE contracts w/Internet Archive for 
digitization 

NLM’s PMC converts documents to HTML 

NIST contracts with PMC to convert documents 
to HTML 

LC and Smithsonian offer crowdsourcing 
platforms

Commercial solutions in the form of paid 
services or dedicated OCR software such as 
ABBYY or OmniPage

DIY/open-source solutions including Python 
scripts for “fixing” OCR’d text

“Scholarly” solutions focus on document 
analysis and table detection using 
OCR/analytics, deep learning AI, and/or 
crowdsourcing

Presenter Notes
Presentation Notes
Recommended that in short term – do trials of major commercial OCR and evaluate error rates. On an as needed basis this is manageableIn the longer term, low-quality scans should be redone when possible, which will give cleaner OCR results, consider multi-agency contracts for data rescue, put more legacy data set metadata in ROSA P and leave it to users to request data rescue



Created a resource for use in 
socializing DOIs & ORCiDs with 
researchers across USDOT

DOIs & ORCiD IDs are required by 
the USDOT 2015 Public Access 
Plan but remain unknown to and 
underused by USDOT 
researchers

transportation.libguides.com/per
sistent_identifiers 

Persistent Identifier 
LibGuide

Presenter Notes
Presentation Notes
Worked with Jesse to develop content, including -information on what PIDs are-what DOIs and ORCIDs are more specifically-glossary of related terms and services-how to get DOIs and ORCIDs-examples of how to use and display themThis is publicly available, resource for allcan continue to be updated as needed

https://transportation.libguides.com/persistent_identifiers
https://transportation.libguides.com/persistent_identifiers


Thank you!
Working at NTL for the summer was a great experience. 
• Learned from the NTL staff and met other information professionals in DC
• Learned to use LibGuides and developed professional research skills
• Chose related courses this year including GIS, information architecture, 

metadata, web design
• Inspired to pursue an additional government information center experience—

spring practicum at the Dept. of Energy’s Office of Scientific and Technical 
Information (OSTI) here in Oak Ridge, Tennessee

Feel free to contact me with any questions or future opportunities!
lisa.curtin2@gmail.com 
lcurtin1@vols.utk.edu 

mailto:lisa.curtin2@gmail.com
mailto:lcurtin1@vols.utk.edu


Questions?
Ed Strocko (Ed.Strocko@dot.gov)
Mary Moulton (Mary.Moulton@dot.gov)
Jesse Long (Jesse.Long.ctr@dot.gov)
Leighton Christiansen (Leighton.Christiansen@dot.gov)
Xin Wang (Xin.Wang@dot.gov)
Vinod Koduri (Vinod.Koduri.ctr@dot.gov)

mailto:Ed.Strocko@dot.gov
mailto:Mary.Moulton@dot.gov
mailto:Jesse.Long.ctr@dot.gov
mailto:Leighton.Christiansen@dot.gov
mailto:Xin.Wang@dot.gov
mailto:Vinod.Koduri.ctr@dot.gov


Come see us at TRB 2020!
• Exhibit Hall Booth 835
• Section 508 Compliance and Document Accessibility: 

How to Make Your Reports Accessible for Everybody
• Research Data Management for State DOTs
• National Transportation Data Preservation Network 

(NTDPN) Workshop 2
• Moving Forward and Advancing Society with 

Transportation Libraries, Information, and Data 
Poster Session 1486

Presenter Notes
Presentation Notes
US DOT OST-R/NTL/BTS Booth Exhibit Hall 835 Section 508 Compliance and Document Accessibility: How to Make Your Reports Accessible for EverybodyWorkshop 1008Sunday, January 12, 9:00 AM – noonConvention Center, 147BResearch Data Management for State DOTsWorkshop 1770Thursday, January 16, 8:00 AM – noonConvention Center, 103BNational Transportation Data Preservation Network (NTDPN) Workshop 2Thursday, January 16, 1:00 PM – 2:30 PMConvention Center, 305, or remote participationMoving Forward and Advancing Society with Transportation Libraries, Information, and DataPoster Session 1486Tuesday, January 14, 10:15 AM – noonConvention Center, Hall A 
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